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Abstract of tones that can be rendered (Eq. 2) should approach
the numberL of discernible levels (Eq. 1). Examining

The recent technological improvements of inkjet print-Eq. 2, we note that there are two potential parameters:
ers have been significant, and these printers are now findkhe resolution, res, and the number of gray lewvel3po
ing widespread acceptance in offices and homes. One wéary the first parameter we would have to develop a new
the most important factors for this acceptance has beénkjet head. We have chosen to vary the number of gray
the achievement of high image quality. There are twdevels, because it is easy to design an inkjet printer with
major approaches to improving the image quality ofsuch a capability.
inkjet printers. The first is to increase the inkjet head’s
resolution. The second is to develop a multilevel error Survey of Conventional Multilevel Error
diffusion method using multiconcentration inks. We have Diffusion Methods
opted for the second approach and have been able to
improve the halftoning method by exploiting some newKatoh, Arai, and Yasudaeported in 1973 on a study of
insights we have gained. The conventional multilevemultilevel error diffusion methods. Their basic idea was
error diffusion method generates contouring at the locato switch the threshold levels in the error diffusion
tions in which the original picture’s density is close tomethod, depending on the density of the input data rela-
the density of the multiconcentration inks, because atve to multiconcentration inks. Their proposal is very
those points no error occurs. In this study we analyzeasy to implement on an inkjet printer, but it has the draw-
the conventional methods to explain this contouring. Orback of causing contouring. This contouring is substan-
the basis of this analysis we propose a new, improved mutial at those locations of the image where gray levels are
tilevel error diffusion method. To verify our theory experi- close to a density for which an ink is available. In the
mentally we have used a silver halide printer to simulat®ther locations of the image their method renders the
a printer based on our new technology. We have evaluatéchages with excellent quality. In this study, we desig-
the image quality of our new method with that of thenate their method as “ME2.”

conventional method and found our method superior. More recently, OcHihas addressed this problem.
) Ochi tries to reduce the contouring, improving Katoh,
Introduction Arai, and Yasuda's method by iterating the error diffu-

sion with a layered structure. In his method, if there are
To design the specifications of a printer it is very impor-N (whereN = 2) concentration levels, the iteration is
tant to know the performance of the human visual sysrepeatedrp + 1) times. Whereas this improved method
tem. According to Roetlingthe number of levels that a succeeds in reducing the contouring, the deviation is in-
person with normal vision can discern is given by Eq. 1creased in uniform density areas. In this study, we des-

ignate Ochi’'s method as “ME3.”
L = 1010(exp[-0.138@®)](1 — exp[-0.1(B)])) +1, (1)

Analysis of Contour and Deviation in
whereL = number of levels discernible anz= spatial Multilevel Error Diffusion
frequency (cycles/mm).
The number of tones that can be rendered on a print&or simplicity, we assume an ideal printer in which the

using multilevel error diffusion halftoning is given by printed dots do not overlap. We consider a pixel in the

Eq. 222 halftoned image and study the relation between the ex-
_ - pected value of the gray level and the variance or devia-

N = [(res/2)(2" - D)/ + 1), (2) tion. The gray level determines the tone reproduction;

where the deviation is a measure of contouring. The expected

N = number of tones that can be rendered; value is estimated by the mean of the halftoning image
n = printer’'s number of primary gray levels;  data. The variance or deviation is estimated by the stan-
w = spatial frequency (cycles/mm); dard deviation.
res= printer’s resolution (dots/mm). In this section we compare the mean value and stan-
dard deviation for two ideal printers. The first printer
Our design goal is to approach the performance ofan produce dots at 3 levels—0, 0.5, and 1—on a nor-
the human visual system. This means that the nuidber malized density scale. The second printer is a conven-
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tional binary printer, producing dots of density levels Ocause of the contouring phenomenon visible in images
or 1 on the same scale. rendered with conventional multilevel error diffusion

If the arbitrary halftoning image data are expressedanethods. Our strategy is to smooth the standard devia-
asg, and the mean of its image data is expressegl,as tion so that it is not zero at intermediate gray levels.
then we define the expected valugg,) = g,.

In the full normalized range of gray levels£@, <

1), the standard deviation can be expressed as follows: ' 200
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In the case where the image is halftoned to a 3-level | : ; .
image,g; can be substituted Wy, whereP, = {0.0, 0.5, ©od 4 iy
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First, we consider the lower half of the tonal range. 8 bits Input Gray Level

<g < :
For 0= g = 0.5, Eq. 3 becomes Eq. 4: Figure 1. Characteristics of theoretical deviation.
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05 =1/0,(05-g). Error Diffusion Methods

Second, we consider the upper half of the tonalUnder the condition that there is no overlap between
range. For 0.5 g £ 1.0, printed dots, we measured deviation and linearlity ob-
tained with conventional error diffusion methédsd
E(g) :lz(g_ +05)=g multilev_el error diffusion methods. o
TUONET T 2 In Figure 2 we compare the deviation and tone re-
production linearity for three error diffusion methods.
In the range 0.% g, £ 1.0, the standard deviation

can be expressed as follows: e ERD_Linand ERD_Dev show the characteristics of
1 1 both linearity and deviation in the conventional 2-
aéz :Wz{(0'5+ 9)%-g,}° :W(gi +05)%-g5. (5) level error diffusion method.

e ME2 Lin and ME2_Dev show Katoh, Arai, and
Yasuda's multilevel error diffusion method.

e ME3_Lin and ME3_Dev show Ochi’s multilevel er-
ror diffusion method.

On the other hand, in the upper tonal range,

By REFG,-0s (6)

! For the deviation, from Fig. 2 we can see that both

multilevel error diffusion methods are better than the

conventional bilevel error diffusion method. When we

T —0B 0= compare the two multilevel error diffusion methods, ME2

T2 =\(0 ~05)(10,). () is better than ME3 both in the deviation uniformity and

These relations for the image data mean value anith the tone reproduction linearity. However, when we

standard deviation are based on 3-level halftoning, i.ecompare visually images printed with the two methods,
P, has only 3 kinds of data, 0.0, 0.5, and 1.0. In the case@e note that ME3 has less contouring than ME2.

From Egs. 5 and 6,

of black-and-white 2-level halftoning, the relation will Both methods have advantages and disadvantages.
be as follows:. Therefore we tried to develop a new multilevel error dif-
Ot = /Ot (1O~ G- (8) fusion method in which we take into account deviation,

linearity, and contouring.

Figure 1 shows the relationships based on Egs. 4, 7,
and 8. In this figure, the horizontal axis shows the de-A New Multilevel Error Diffusion Method
viation. Examining this figure, we can easily understand
why contouring occurs in an image halftoned with mul-Figure 3 shows the conceptual diagram of our new mul-
tilevel error diffusion. The standard deviation is zero atilevel error diffusion method. In this figure, the curves
gray levels for which an ink density is available. Be-show the following data:
tween two densities for which ink is available, the stand. Characteristic shape of deviation with the conven-
dard deviation first increases monotonically from zero  tional error diffusion method;
to a maximum at the center of the range, then decreas2s Deviation with multilevel error diffusion methods
monotonically to zero. Behavior wherein the standard based on Eqgs. 4 and 7;
deviation reaches zero at intermediate tone levels is thi®& Desired characteristic curve of deviation.
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Figure 2.Characteristics of actual deviation and linearity.
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Figure 3. Basic concept of new multilevel error diffusion method.

If Curve 3 can be realized, the rendered image wiltk m) or smaller thanthh — m), the output data remain
be of very high quality in both the deviation and in lin- exy; i.e., no compensation occurs. In the cdabe-(n) <
earity. To realize this characteristic shape, we add noisexy < (th + m), noise is added to the input value, i.e.,
to increase the deviation around the density printed byexy+ nois@ is output. This compensation consists of
the ink of intermediate density, thus avoiding a zero. Thelustered dither noise.
added noise is increased from the lower turning point
(T1 in Fig. 3) to the middle density point Tm. The noise
is then reduced from the middle density point Tm to the
upper turning point T2.

Figure 4 shows how noise is added in the range from
the lower turning point to the upper turning point. In
this figure, the low turning point ith — mand the upper
turning point igh + m, whereth is the density Tm printed
by the second ink, and is a parameter determining the
noise magnitude. The value ofis determined experi-
mentally. The labekxyrefers to the input image data
located atX,y), andPxyrefers to the output image data
at the same location.

Figure 5 shows a diagram of our implementation re-
alizing the new multilevel error diffusion method. In this
figure, noise is added, using ax44 dither matrix as Figure 4. Noise-adding areas.
deicribed below. To preserve the density between the
original image and the processed one, the error diffu-
sion method is applied in a»44 block. The diffusion As can be seen in Fig. 5, hardware implementation
matrix size is smaller than the conventional one becaus# various steps (error diffusion, dithering, and condi-
if the diffusion matrix is large—such ax®—the added tional branching) can be easily carried out by conven-
noise will be averaged and will not reduce contouring. tional technologies.

The noise is added to the original image, and then Figure 6 shows the changes of the characteristic
the image data are processed, using Katoh, Arai, ancurves for deviation and linearity, depending on the mag-
Yasuda’s method, ME2. There are three branches, deitude parametem, based on our new multilevel error
pending on input data value. Whexyis larger thanth  diffusion method. In this figure, 36_Dev denotes the char-
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acteristic curve of the deviation for= 36 and similarly our new method based om= 38 (ME4). For the simu-
40_Lin refers to the characteristic linearity wittr 40.  lation we used a silver halide continuous-tone prinhter.
Varying the parametem from 32 to 42, we measured Plate 0 is a rendition of the original test chart. Plates 1
the deviation and selected = 38 as the most suitable to 4 show the four respective simulations.

value because it yielded the most uniform deviation. We  Because of the limitations due to halftoning of the

designate our new method as “ME4.” plates for publication, it is necessary to explain the dif-
) . ferences in each quality.
Comparison of Image Quality In ERD simulation granularity is very visible, in

ME2 contouring occurs in the face of the woman, and in
The test chart we used for assessing image quality consis¢dE3 contouring disappeared but granularity increased
of two geometric regions and one pictorial photograph: more than in ME2. In ME4 simulation there is no con-

1. 16 patches; touring and granularity decrease to the same degree as

2. Continuous-tone scale; in ME2.

3. “Garden” chart with Japanese characterandtwo The deviations and tone reproduction curves are
photos. shown in Fig. 7. From the point of linearity and devia-

tion, ME3 and our ME4 are clearly superior. Further-

We produced simulated samples processed with theore, with regard to contouring, ME4 is superior to ME3.

conventional error diffusion method (ERD), Katoh, Arai, Visual judgment confirms that the sample rendered by
and Yasuda’'s method (MEZ2), Ochi’s method (ME3), andhe ME4 method is the best.
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Figure 5. Block diagram for new multilevel error diffusion.
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Figure 6. Characteristics of deviation versus m values.
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Figure 7. Comparison of deviation and linearity.
Conclusions
5.

We have presented a new multilevel error diffusion al-

gorithm that achieves high image quality. Image quality6.

is measured quantitatively and subjected to visual judg-
ment. The main features of our new multilevel error dif-

fusion method are that it: 7.

1. Reduces contouring;

2. Keeps the deviation small;

3. Preserves the image density between original and
processed images; and

4. Provides a very simple algorithm suited for hard-

ware implementation. 0
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Plate 0. Original test chart.
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Plate 1. ERD simulation

Plate 2. ME2 simulation
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Plate 3. ME3 simulation

Plate 2. ME4 simulation
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